Enhanced individual and endpoint security
1. All access to URI data systems, including Single-Sign-On (SSO), Google and (when available) People Soft, shall utilize two-factor authentication.
2. All university owned computing endpoints shall have appropriate security software installed and enabled at all times.  At the present time, this list includes the Absolute end point agent, Cylance anti-virus and URI active directory domain registration. In support of this initiative, IT services will accelerate the development and deployment of “URI standard” endpoints for all divisions and departments.
3. Individuals choosing to use personal devices to access University data systems shall have the same security software installed as university owned devices.
4. University systems and devices will generally be unavailable for off-campus access except through the use of our Virtual Private Network software.  Exceptions will be vetted and approved by IT Security staff and negative decisions may be appealed to the CIO and IT Gov.

Enhanced system security
5. All servers used to conduct the work of the University shall have vulnerability management software installed. At the present time, this is the Qualys agent.  All servers are subject to routine security scans.
6. Both central and distributed IT staff will prioritize system upgrades and patch installation to ensure secure and reliable systems.
7. Systems that cannot be appropriately maintained at current system patch levels will be isolated from the network and any data transfers needed for these systems shall be accomplished using removable media data exchange.

Risk reduction
8. Effective immediately, staff will begin the process of re-analyzing live data sets in institutional data systems to minimize the amount of active and live data accessible to both servers and individual users.  Each major data system will have a data archiving and retrieval plan in place that balances user convenience and institutional risk.
9. No system “freeze” or change moratorium time periods will be honored that interfere with the application of critical system patches and updates.
10. Major institutional systems will be maintained at current patch levels and versions.  Priority will be given to system update testing to support this initiative.
11. All IT units will continue to aggressively pursue Software as a Service and Cloud Infrastructure solutions to minimize the risks inherent in on-premise servers and data storage systems. The cost of this transformation is highly service-dependent and varies from several thousand dollars annually to approximately 4M annually for full SaaS implementation of core data systems.
12. The University will aggressively move to 24x7x365 cloud support models for critical systems. This is anticipated to require approximately $175K in one-time funding and recurring allocations close to $20K / month.
13. The University will re-invest and upgrade our disaster recovery capabilities to more effectively and efficiently restore services. This is anticipated to cost between $30-50K annually for the next three years.
